Ab initio resolution measurement for single particle structures
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Abstract

A computational method is described that allows the measurement of the signal-to-noise ratio and resolution of a three-dimensional structure obtained by single particle electron microscopy and reconstruction. The method does not rely on the availability of the original image data or the calculation of several structures from different parts of the data that are needed for the commonly used Fourier Shell Correlation criterion. Instead, the correlation between neighboring Fourier pixels is calculated and used to distinguish signal from noise. The new method has been conveniently implemented in a computer program called RMEASURE and is available to the microscopy community.
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1. Introduction

Three-dimensional (3D) visualization of isolated (single) macromolecules and their assemblies by transmission electron microscopy has become one of the standard techniques in cell biology to gain insight into the function and mechanism of molecular machines in living cells (Nogales and Grigorieff, 2001). This technique, often referred to as single particle electron microscopy (SPEM), can be applied in cases not easily accessible by more traditional techniques, such as nuclear magnetic resonance (NMR) spectroscopy or X-ray crystallography. It does not require crystals, it does not impose an upper molecular mass limit on the structure under investigation, and it can be applied to only a few pmol of material (see, for example, Jurica et al., 2004; Sokolova et al., 2001). However, unlike NMR and X-ray crystallography, the resolution of structures visualized by SPEM is, so far, limited to about 6 Å or lower, too low to allow interpretation of the structures by atomic models. For example, viruses with icosahedral symmetry can currently be resolved to about 7 Å resolution (Bottcher et al., 1997; Laurinmaki et al., 2005; Zhang et al., 2003; Zhou et al., 2001), the chaperone GroEL (D7 symmetry) was solved to about 6 Å resolution (Ludtke et al., 2004) while the asymmetrical ribosome has been resolved to about 8 Å resolution (Halic et al., 2006). Furthermore, a lower limit of the molecular mass exists because a minimum mass is required to generate sufficient scattering contrast for the alignment of images of the individual particles (Henderson, 1995). Assuming perfect images that are only limited by the electron dose (about 10 electrons/Å²) and that do not suffer from contrast-degrading effects, a molecule or complex of about 40 kDa should generate sufficient contrast to align images sufficiently accurately to obtain 3 Å resolution. In practice, however, image contrast is degraded by electrostatic charging of the specimen, beam-induced movement, sample drift, and an attenuating envelope of the contrast transfer function (CTF) of the microscope. This increases the lower mass limit. For example, if the image contrast is degraded 50%, the lower mass limit would be about 150 kDa.

Despite the increasing popularity of SPEM, the assessment of the resolution of a reconstruction is still controver-
sial. The resolution is a common way to assess the quality of the reconstruction, particularly when it is too low to recognize secondary structure. Different resolution criteria exist (Frank et al., 1981; Harauz and van Heel, 1986; Penček et al., 1994; Unser et al., 1989, 1987) of which the Fourier Shell Correlation (FSC, Harauz and van Heel, 1986) is the most widely used. The resolution of a reconstruction is often quoted as the point at which the FSC curve drops below 0.5 (Bottcher et al., 1997) or 0.143 (Rosenthal and often quoted as the point at which the FSC curve drops below 0.5 (Bottcher et al., 1997) or 0.143 (Rosenthal and Henderson, 2003). The resolution assessment is further complicated by the fact that the FSC curve itself can be completely unreliable due to the over-fitting of noise during the refinement of the reconstruction (Grigorieff, 2000; Stewart and Grigorieff, 2004). The term over-fitting refers here to the partial alignment of noise to the reference used in the refinement. Over-fitting of noise reduces the overall resolution that can be achieved in a refinement. Depending on the refinement procedure, it can lead to FSC values much higher than would be expected in an unbiased assessment (Stewart and Grigorieff, 2004). The work presented here describes a new method to assess the resolution of a 3D reconstruction that appears to be less affected by over-fitting. Previous resolution criteria, including the FSC, must be calculated at the time of data processing because they need either the raw data or reconstructions from subsets of the data. In contrast, the new method can be used on a final reconstruction without the need for additional data. The new method relies on a novel correlation function referred to as Fourier Neighbor Correlation (FNC).

2. Theory

2.1. Fourier Neighbor Correlation

The new resolution assessment method takes advantage of the correlation between neighboring terms in the Fourier Transform (FT) of a 3D structure. Such correlations are introduced when the density of a structure occupies only part of the 3D array of pixels representing it on a computer (Shaik et al., 2003). This 3D array usually has the shape of a cube. The correlation between neighboring terms in the FT of the array can be understood in the following way: if the cube was filled with random noise, the terms in the FT would be entirely uncorrelated. We assume here and in the following that the noise can be represented by a Gaussian distribution with mean zero and standard deviation \( \sigma \). A 3D mask is applied that resets values outside the mask to zero and leaves non-zero pixels only in part of the cube. This operation can be represented in Fourier space as a convolution of the FT of the mask with the FT of the noise. The convolution introduces correlations between the Fourier terms. For a discrete FT we can write

\[
F_p = \frac{1}{V_p} \sum_h F_h G_{hp}. \quad (1)
\]

\( F_p \) is the Fourier term at point \( p \), \( V \) is the volume of the cube containing the mask, \( U \) is the volume enclosed by the mask, and \( G_{hp} \) is the FT of the mask:

\[
G_{hp} = \int_0^U e^{2\pi i (p-b) \cdot r} dr. \quad (2)
\]

If the random noise inside the mask is replaced by a macromolecular structure, the correlation between Fourier terms changes (see below) but will not vanish. Eq. (1) still holds, and is well known in X-ray crystallography where it is used to determine phases by solvent-flattening (Arnold and Rossmann, 1986). In the case of X-ray crystallography, \( V \) represents the volume of the unit cell, \( U \) is the volume of the molecular structure, \( F_p \) is the structure factor of reflection \( p \), and \( G_{hp} \) is the FT of the molecular envelope.

Returning to our example with a mask filled with random noise, we will now consider what we can say about the correlation between neighboring Fourier terms that result from the masking. Fig. 1 depicts the FT of an arbitrary volume. The center of the cube is the origin of the FT. Elements lying on the sphere shown within the cube all have the same distance from the origin, and therefore, originate from features of a certain spatial frequency, i.e., they correspond to a certain resolution. A cluster of seven cubes is also shown and represents neighboring Fourier terms within the transform. To evaluate correlations between neighboring Fourier terms, we consider only the nearest neighbors. Thus, in Fig. 1, the red cube in the center of the cluster has six neighbors. We can now evaluate average correlation coefficients between neighboring Fourier terms by picking a number of locations and calculating correlation coefficients between these locations and their neighbors. We refer to this correlation as the Fourier Neighbor Correlation, or FNC. Since,
later on, we will be interested in evaluating these correlation coefficients as a function of resolution, we pick terms that lie within a thin spherical shell centered on the transform origin. If \( p = |p| \) is the distance of point \( p \) from the origin, a shell at resolution \( R \) and thickness \( R - R' \) contains all points with \( R' < p \leq R \). For convenience, we choose the shell thickness to be always one unit within the discrete FT, or \( R - R' = 1/L \), where \( L \) is the length of one side of the cube containing the mask. The FNC at resolution \( R \) is then given by

\[
\text{FNC}(R) = \frac{\sum_{p < R} |F_p|^2 \sum_{h \in N_p} F_p F_{h^*}}{\sqrt{\sum_{p < R} |F_p|^2 \sum_{h \in N_p} |F_h|^2}}. \tag{3}
\]

Here, \( N(p) \) indicates the six Fourier terms neighboring point \( p \) (see Fig. 1), and \( * \) denotes the conjugate complex value.

For a cube filled with Gaussian-distributed noise the FNC will, on average, be zero. For a noise-filled mask within the cube, the average correlation is given by the mask transform, \( G_{hp} \), evaluated at neighboring points, i.e., \( |p - h| = 1 \). Since the amplitudes and phases of the Fourier terms of the cube filled with noise are uncorrelated and random, the average FNC will be invariant with resolution \( R \). Fig. 2 shows the FNC calculated for a noise-filled cube, a noise-filled mask within the cube that has the shape of a smaller cube, and a noise-filled spherical mask. As expected, the FNC is approximately constant across the spectrum. The larger variance of the FNC at low resolution reflects the smaller number of terms in the corresponding shells used to calculate the FNC. Table 1 gives the FNC averaged over the entire spectrum in each case. The table also lists the FT of the mask in each case, and the expected average correlation coefficient which is in excellent agreement with the average FNC observed in the plots in Fig. 2.

### 2.2. Modeling a macromolecular structure

As we shall see later, the FNC calculated for a real macromolecular structure is not constant across the spectrum. To understand the reasons for this deviation, we consider a spherical mask that contains Gaussian-distributed noise with a non-zero average we will refer to as an offset. Fig. 3 shows the FNC for the same spherical mask used in calculations for Fig. 2, but with a range of different offsets for the noise inside the mask. Depending on the magnitude of the offset, compared with \( \sigma \), the FNC drops to smaller values at low resolution and oscillates over a certain resolution range. In the extreme case of an infinite offset (a solid sphere without noise), the FSC oscillates over the entire spectrum. The periodicity of the oscillations is equal to the periodicity of the mask transform (Table 1). For a solid sphere, the FT periodically changes its sign. At resolution values corresponding to points where the sign changes the FNC will be smaller than at other resolution values, and this leads to the observed oscillation in the FSC. For a solid sphere (and masks of any other shape) filled with noise containing an offset, the average correlation between neighboring Fourier terms is not constant across the spectrum. Compared with the previous case where a mask was applied to a cube filled with noise, a mask filled with a constant value can be thought of as being the result of masking a cube filled with a constant value.

**Table 1**

| Mask                          | Average FNC | Mask transform \( G_{hp} \) | \( G_{hp} \) at \(|p - h| = 1\) |
|-------------------------------|-------------|-----------------------------|---------------------------------|
| Unmasked                      | 0.0005      | \( \delta_{hp} \)          | 0                               |
| Cubic mask (side length \( l = 0.5556 \)) | 0.5642      | \[ \sum_{|p-h|<1} \frac{\sin \left( \frac{\pi |p-h|}{2} \right)}{\sin \left( \frac{\pi |p-h|}{2} \right)} \] | 0.5643 |
| Spherical mask (diameter \( d = 0.6667 \)) | 0.6248      | \[ \sum_{|p-h|<1} \frac{\sin \left( \frac{\pi |p-h|}{2} \right)}{\sin \left( \frac{\pi |p-h|}{2} \right)} \] | 0.6248 |

The Fourier Transforms of the masks are given in the third column, and predicted FNC values are given in the fourth column. \( \delta_{hp} \) is the 3D Kronecker delta. The values for \( l \) and \( d \) are given in fractions of the width of the cube containing the mask. There is excellent agreement between the average FNC values and the predicted values.
Unlike in the previous case, the FT of a solid cube of constant value is zero everywhere except at the origin where it assumes a value equal to the volume of the cube multiplied by the constant. When masking a cube filled with noise, correlation was introduced between Fourier terms that were random and uncorrelated. The correlation between Fourier terms in the transform of a solid cube is undefined since the terms are all zero (except at the origin). Therefore, arguments made for the behavior of the FNC do not apply in this case. The FNC of a solid mask depends on its FT, $G_{hp}$, evaluated at points $p$ while keeping $h=0$, i.e., at point where $|p| \geq 1$.

Coming back to the plots shown in Fig. 3, it can now be seen that the FNC in each plot has two regimes. At low resolution it is determined by the FT of the solid mask, while at high resolution it follows the behavior described earlier and remains approximately constant. The extent of each regime depends on the value of the offset. The discussion of offsets brings us closer to the expected FNC calculated for a real macromolecular structure. To a first approximation, such a structure can also be thought of as having a low-resolution component that produces a constant offset in the density distribution, while the finer details of the structure can be modeled as having randomly distributed density values. Clearly, this approximation represents an oversimplification of a real structure. The density of a real structure will, in general, be variable at low resolution due to the presence of domains that appear as regions of higher density, separated by regions of lower density. Any flexible or disordered regions within the structure will also lead to attenuated density, compared with other regions that are more ordered (see below). Finally, the density of protein and nucleic acid differs, leading to density variations in complexes containing both proteins and nucleic acids (Spahn et al., 2000). At higher resolution, the density is not randomly distributed due to secondary structure, such as $\alpha$-helices and $\beta$-sheets. Furthermore, periodic features in the structure may give rise to strong Fourier terms at higher resolution, producing deviations from a constant FNC. Keeping these potential problems in mind, we look at the FNC of a 3D density map generated from the atomic model of the 50S large ribosomal subunit (Klein et al., 2001, PDB code 1JJ2). The correlation between neighboring Fourier shells is more or less constant (about 0.85) across the spectrum. The inset shows a slice through the structure.

**Fig. 4.** Plot of the FNC for a density map generated from the atomic model of the 50S large ribosomal subunit (Klein et al., 2001, PDB code 1JJ2). The correlation between neighboring Fourier shells is more or less constant (about 0.85) across the spectrum. The inset shows a slice through the structure.

**2.3. Measuring the signal-to-noise ratio**

For a structure containing an additional noise term we assume that we have density arising from a macromolecular structure, such as the 50S large ribosomal subunit (see Fig. 4). This will be referred to as the signal. The additional noise is assumed to be background with Gaussian-distributed density that is entirely uncorrelated with the structure. This assumption appears to be reasonable for real structures determined by electron microscopy (Penczek et al., 2006). We define $\text{FNC}_F$ as the constant describing the FNC arising from the structure in the high-resolution regime, where we expect an approximately constant FNC.
The background (noise) may fill the entire cube containing the structure, or it may fill only part of it. For example, the background might be present only inside a sphere containing the structure, and density values outside the sphere are set to a constant, i.e., they do not contribute to the variance of the background. This situation corresponds to most 3D reconstructions calculated from single particle images, as densities outside a spherical mask are usually set to a constant equal to the average density of the background. We will refer to this mask as the background mask. In the following we also assume that the variance of the noise is, on average, the same everywhere inside the background mask, or throughout the cube if no background mask was applied. This assumption may not be true for reconstructions of real structures, as will be discussed below. We define $FNC_N$ as the constant describing the FNC arising solely from the background. If the background fills the entire cube containing the structure, $FNC_N = 0$ (see Fig. 2). If the background does not fill the entire cube $FNC > 0$ (see Fig. 2).

We rewrite Eq. (3) by replacing the Fourier terms $F_p$ and $F_h$ by $F_p + N_p$ and $F_h + N_h$, respectively, to indicate the additional noise term. The FNC is then given by

$$\text{FNC}(R) = \frac{\sum_{p < R, p < R} \sum_{h = N_h} (F_p + N_p)(F_h + N_h)^*}{\sqrt{\sum_{p < R, p < R} \sum_{h = N_h} (|F_p + N_p|^2) \sum_{p < R, p < R} \sum_{h = N_h} (|F_h + N_h|^2)}}$$

$$\approx \frac{\text{FNC}_N \sqrt{\text{SNR}(R)/\text{SNR}(R) + FNC_N}}{\sqrt{\text{SNR}(R)/\text{SNR}(R) + 1}}$$

In the approximation in Eq. (4), it is assumed that the sums over cross terms between the signal and the background are small compared to other terms and can be ignored. The signal-to-noise ratios (variance ratio of signal and noise) $\text{SNR}(R)$ and $\text{SNR}’(R)$ are given by

$$\text{SNR}(R) = \frac{\sum_{p < R, p < R} \sum_{h = N_h} |F_p|^2}{\sum_{p < R, p < R} \sum_{h = N_h} |N_p|^2}$$

and

$$\text{SNR}'(R) = \frac{\sum_{p < R, p < R} \sum_{h = N_h} |F_h|^2}{\sum_{p < R, p < R} \sum_{h = N_h} |N_h|^2}.$$

We assume that the SNR does not change significantly from resolution shell to resolution shell and, therefore, $\text{SNR}(R) \approx \text{SNR}'(R)$. It follows that

$$\text{FNC}(R) \approx \frac{\text{FNC}_N \text{SNR}(R) + FNC_N}{(\text{SNR}(R)/\text{SNR}(R) + 1)}$$

and

$$\text{SNR}(R) = \frac{\text{FNC}_N - \text{FNC}(R)}{\text{FNC}(R) - \text{FNC}_F}.$$ 

Eq. (8) provides a way to calculate the SNR of a structure given the average FNC in a resolution shell $R$ between neighboring terms in the FT of the structure, the expected correlation coefficients for the noise-free structure, $FNC_F$, and the noise alone, $FNC_N$. $FNC_F$ and $FNC_N$ can be estimated using a masking procedure (see below). It is important to remember that Eqs. (4), (7) and (8) are only valid in the regime, where the FNC of the signal is approximately constant. At very low resolution, the FNC depends strongly on the details of the FT of the molecular envelope, $G_{np}$, with $|p - h| > 1$ and the SNR cannot be calculated using Eq. (8). The SNR in Eq. (8) can be related to the FSC that is commonly determined between two structures that are each calculated from one half of the data set to measure the resolution of the combined structure (Grigorieff, 2000):

$$\text{SNR}(R) = \frac{2\text{FSC}(R)}{1 - \text{FSC}(R)}.$$ 

Therefore,

$$\text{FSC}(R) = \frac{\text{FNC}(R) - FNC_N}{2\text{FNC}_F - FNC_N - FNC(R)}.$$ 

To test the predicted correspondence between the FNC and FSC given in Eq. (10), the density map generated from the atomic model of the 50S large ribosomal subunit (see Fig. 4) was low-pass filtered using a Gaussian (filter radius 1/8.13 Å$^2$). This map was used to generate two new maps, each with added Gaussian-distributed noise at a SNR of 2/5. In this simulation, these two maps represent the two reconstructions usually calculated from the two halves of an experimentally obtained data set. The FSC between these two maps is plotted in Fig. 5B. The two maps were then added to generate a new map with an SNR of 2/5. This represents the final reconstruction calculated from the entire experimentally obtained data set. The predicted FSC (Eq. 10) was calculated for the summed map and is also plotted in Fig. 5B. To estimate the constants, $FNC_F$ and $FNC_N$, the masking procedure described in the next section was used. The measured and predicted FSC curves match almost perfectly, except at low resolution (see above). Therefore, these simulations validate the approach described in this section.

### 2.4. Structural flexibility and disorder

As mentioned above, one reason for variation of density within a structure may be flexibility or disorder of parts of the structure. To investigate effects of disorder on the FNC and predicted FSC, the map derived from the atomic model of the 50S large ribosomal subunit was used (see Fig. 5A). Disorder on the periphery of the structure was simulated by producing a low-pass filtered structure using a box convolution (operation BC in the image processing package SPIDER, Frank et al., 1996). The size of the convolution box was about 15 × 15 × 15 Å (6 × 6 × 6 pixels). The densities in the center of this low-pass filtered map were set to zero using a spherical mask with a diameter of about 146 Å (60 pixels) and a cosine edge of 15 Å width (6 pixels, operation MA in the image processing package...
The opposite mask was applied to the unfiltered map to select the density inside a sphere with a diameter of about 146 Å. The two masked maps were then added together, resulting in a map with more defined density in the center and smeared-out density on the periphery (Fig. 5C). The volume of the smeared-out density corresponded to about 25% of the volume of the 50S density. The predicted FSC (Fig. 5D) is essentially unchanged compared with the structure prior to box convolution. The main difference occurs at about 15 Å resolution and above were a slight drop in the FSC can be observed for the smeared-out structure, consistent with the signal loss at that resolution. However, there is also a small difference visible between the two FSC curved below about 30 Å resolution, indicating that density variations within the structure have a small effect on the FNC and predicted FSC at low resolution.

### 2.5. Over-fitting of noise

As a final simulated test, the new algorithm was used with a structure that was reconstructed from 30 000 projections of the 50S map, filtered using a Gaussian low-pass filter with a radius of 1/24.4 Å⁻¹. This test was similar to tests run previously to investigate over-fitting during refinement (Stewart and Grigorieff, 2004). The pixel size was increased to 4.88 Å to speed up the calculation. A CTF was applied to produce images similar to those obtained from an electron microscope. The CTF did not have an envelope attenuating its amplitude towards high resolution. Defocus values for the CTF varied between 40 and 60 in generalized units (Wade, 1992). Finally, Gaussian noise was added to the projection images to give an SNR of 1/100. The parameters describing the orientations and positions of each particle in this data set were perturbed by addition of random, uniformly distributed angles with a standard deviation of about 10° and random, uniformly distributed displacements with a standard deviation of about two pixels. Nine cycles of refinement were carried out using the program FREALIGN (Grigorieff, 2006) and employing a linear correlation coefficient for the alignment between

---

**Fig. 5. Noise and disorder in a structure.** (A) shows a slice through a low-pass filtered version of the 50S density map shown in Fig. 4. (B) Fourier Shell Correlation (FSC) between two noisy representations (SNR = 1/5) of the density map in (A), and FNC-based Fourier Shell Correlation (Pred. FSC) evaluated for the sum of the two density maps (SNR = 2/5). The inset shows a slice through the latter map. (C) shows a slice through a low-pass filtered version of the 50S density map shown in Fig. 4, with additional low-pass filtering of peripheral domains to simulate disorder (25% of the total volume of the structure). (D) Same FNC-based Fourier Shell Correlation as in (B), and FNC-based Fourier Shell Correlation of map shown in (C) with noise (SNR = 2/5). A drop in the latter FSC is visible at about 15 Å resolution and above.

**Fig. 6. Over-fitting of noise during refinement.** The FNC-based Fourier Shell Correlation (Pred. FSC) and traditional Fourier Shell Correlation (FSC) for the 50S large ribosomal subunit after refinement and reconstruction from 30 000 computer-generated noisy projections (SNR = 1/100) are shown. For comparison, the unbiased FSC (Unbiased FSC) was obtained by comparison of the refined structure with the original noise-free density map generated from the atomic model of the 50S large ribosomal subunit (see text). The unbiased FSC shows that the traditional FSC determined from two halves of the data set suffers from noise bias. The FNC-based FSC follows more closely the unbiased FSC.
the images and the reference. FREALIGN normally uses a weighted correlation coefficient for the alignment to reduce over-fitting of noise (Stewart and Grigorieff, 2004). Fig. 6 shows the resulting FSC curves after refinement. The FSC curve comparing two reconstructions calculated by dividing the data set in two halves (labeled FSC in Fig. 6) is close to 1 at low resolution, drops to about 0.25 in the intermediate resolution range, and then increases again to about 0.5 at higher resolution. This behavior is characteristic for a reconstruction that suffers from over-fitting of noise (Stewart and Grigorieff, 2004). When comparing the final reconstruction with the noise-free structure used to generate the projections, a second FSC curve can be calculated and converted to a curve that is equivalent to the FSC measured between the reconstructions calculated from two halves of the data (Rosenthal and Henderson, 2003). This curve is also shown in Fig. 6 (labeled Unbiased FSC) and clearly shows that the resolution of the refined structure is significantly lower than indicated by the first curve. Finally, the FSC curve calculated from the FNC is plotted (Predicted FSC). Although it does not entirely agree with the unbiased FSC, it is very close and indicates the correct resolution much more reliably than the traditional FSC curve. This is an important result because it suggests that the new algorithm can be used as a more unbiased resolution measurement for the general evaluation of single particle reconstructions.

2.6. Masking procedure

The values for $FNC_F$ and $FNC_N$ can be estimated from noise-filled masks describing the structure and background, respectively, by calculating the average FNC across the entire spectrum (see above and Table 1). For the determination of a tight mask for the structure we developed a procedure that is based on the density histogram of a low-pass filtered version of the structure. We will refer to this mask as the structure mask. As a low-pass filter we chose a Gaussian-shaped filter with a radius of $1/20 \text{Å}^{-1}$ to retain sufficient information about the shape of the structure, but without finer and noisier detail. This helps in determining the correct threshold for the structure mask. A typical histogram of densities sorted into 100 bins is shown in Fig. 7A, calculated from a filtered reconstruction of the *Escherichia coli* 70S ribosome (Gabashvili et al., 2000, EMD code 1003). There are three distinct regions. At the low density end is a large peak that contains pixels in the reconstruction that are part of the background. The histogram has a plateau in the middle region where contributing densities are above the background, but still clearly below the density peaks of the structure that represent the strongest features. An appropriate density threshold to define a binary mask for the structure will lie in this plateau region. The third region represents the strongest density features and sometimes shows a second peak, as in Fig. 7A, but can also simply be the beginning of a steady decline towards zero.

In a first step, approximate boundaries of the middle plateau region are established. The second derivative of the histogram helps in this process. To reduce random fluctuations in the second derivative, a running average over seven histogram bins is calculated. Starting from the maximum in the histogram and approaching higher densities, the second derivative will have a maximum where the large peak (the first region) transitions into the plateau region. This maximum will be taken as the left boundary of the plateau region. The right boundary of the plateau region is characterized by a negative second derivative that indicates either an accelerated decline of the histogram towards zero, or the approach of the second peak in the histogram, as in Fig. 7A. To avoid picking an accidental negative second derivative that may occur at an isolated point within the plateau region, we require that five points within a contiguous interval of six points on the second derivative are negative. Although this is a somewhat arbitrary criterion, it identifies the right boundary of the plateau region very reliably when testing the algorithm on a number of structures from the EM database. The density threshold for generating a binary mask from the low-pass filtered structure is then picked as the mid point between the two boundaries of the plateau region. Fig. 7C shows the outline of the structure mask determined for the *E. coli* 70S ribosome as an example.

For the value of $FNC_N$, the part of the cube containing background has to be determined. This is done by calculating the local variance at each point outside the structure mask. The local variance is calculated by including the pixel value at a point and the values of all surrounding pixels (a total of 27 pixels). If a prior mask (the background
mask, see above) was applied to the reconstruction, the local variance will vanish outside this mask. The background mask for the noise is then determined by including all pixels with a local variance above a certain threshold. In practice, it was found that a threshold of half the average variance (not including the volume containing the structure) led to a good representation of the part of the volume containing background. The background mask, however, will also include the volume inside the structure mask since it is assumed that the noise level of the background is the same within and outside the structure (see above). The background mask is then filled with random density values, similar to the procedure for FNCF. FNCF is calculated as the average FNC in the FT of this mask. Fig. 7D shows the outline of the background mask determined for the E. coli 70S ribosome as an example.

3. Application to experimental data

The algorithms described above were implemented in a program called RMEASURE. Its only inputs are the density map of the structure and the pixel size in Å. The outputs are FNC and predicted FSC curves. The program was tested on two experimental cases, the E. coli 70S ribosome (Gabashvili et al., 2000, EMD code 1003), and a recently determined structure of the ryanodine receptor (Samso et al., 2005). Fig. 8A shows the result for the ribosome structure. The published FSC curve drops below 0.5 at 11.5 Å (Gabashvili et al., 2000), and below 0.143 at about 9.6 Å resolution. The FSC curve predicted by RMEASURE drops below 0.5 at 12.5 Å, and below 0.143 at 10.4 Å resolution. The predicted curve is, therefore, close to the published FSC curve at a resolution above 30 Å, and a resolution measurement based on the predicted curve would be compatible with the resolution estimate obtained from the traditional FSC curve. At a resolution below 30 Å, the predicted FSC curve drops well below the published curve. A drop at low resolution is also observed with the simulated data in the previous section and indicates the low-resolution regime where the FNC depends on details of the molecular transform. However, this has no effect on the predicted resolution limits based on the 0.5 and 0.143 thresholds.

Fig. 8B shows the results for the ryanodine receptor (Samso et al., 2005). The predicted FSC curve shows even closer agreement with the traditional FSC curve measured between two reconstructions from two halves of the data. Both curves drop below a value of 0.5 at about 13 Å resolution, and below 0.143 at about 10 Å resolution. The predicted FSC curve again shows a significant drop below 50 Å resolution.

4. Discussion

The new method described here for assessing the resolution of a reconstruction does not require the original data used to calculate the reconstruction. It is, therefore, easier to use and more widely applicable than the more traditional methods. The simulations shown in Figs. 5 and 6 demonstrate that the FNC and the theoretical considerations described here provide an accurate method to measure the SNR of a 3D reconstruction as a function of resolution. Furthermore, according to the simulation shown in Fig. 6, this measurement seems to be less affected by over-fitting of noise in a refined structure compared with the traditional FSC.

The dependence of the FNC on over-fitting of noise resulting from refinement of a structure deserves further discussion. The bias in the FSC measuring the correlation between two reconstructions calculated from two halves of the data was recently discussed (Grigorieff, 2000; Shaikh et al., 2003; Stewart and Grigorieff, 2004). It arises essentially from the partial alignment of the noise in the images to the reference used in the refinement. The aligned noise leads to additional artificial correlation between the two reconstructions calculated from two halves of the data. Structures that suffer from over-fitting of noise usually display high-resolution detail that does not correspond with actual structural features of the sample. In other words, the refinement procedure “invents” these details. In the
assessment of the structure, it is often not possible to distinguish true structural detail from artifact. Shaikh et al. proposed a cross-validation method in which part of the image data is excluded from the alignment and refinement. This approach is, therefore, akin to the free R-factor used in X-ray crystallography. To make their assessment compatible with other resolution measures, data in entire resolution zones are excluded. Any correlation observed in these resolution zones between reconstructions from two halves of the data should then be unbiased. As noted by the authors, it is important that the resolution zones containing the excluded data encompass sufficiently large intervals in Fourier space to avoid bias from neighboring Fourier terms corresponding to data that was included in the refinement. The potential bias is due to the same correlation between Fourier terms that is used here to measure the SNR of a reconstruction. The FNC is not based on cross-validation and it is, therefore, not so obvious why it is less sensitive to over-fitting. Indeed, the FNC for the signal, \( \text{FNC}_F \), is calculated from a mask filled with random noise, completely uncorrelated with high-resolution detail of the reconstruction, whether true or not. In the method described here, the distinction between signal and noise is made by the masking procedure (see above). Any density inside the structure mask counts as signal plus noise, whereas any density outside this mask counts as noise. For the measurement of the SNR, the noise level within the mask is assumed to be the same as elsewhere in the volume (see Section 2 above). If this condition is not met, the calculation of the SNR will be inaccurate. For example, if the noise level within the structure mask is higher than elsewhere, part of the variance of this noise will be counted as signal, and the measured SNR will be higher than the true SNR. If over-fitting of noise occurs in the refinement of a structure, noise in the images within and outside the area of the particle will be aligned to the reference. This will give rise to additional features and density variance within and outside the structure (Grigorieff, 2000; Stewart and Grigorieff, 2004). As long as the variance increase per pixel is the same everywhere, it will not influence the measurement of the SNR. This is the main reason for the FNC-based resolution measurement to be less affected by over-fitting of noise. However, in a reference, the density variance within the structure is usually much higher than outside the structure. Therefore, during the alignment of images to the reference, any features in the images that overlap with the density of the projected structure will receive a higher weight compared with other features. Therefore, the noise within the area of the particles receives a stronger bias to agree with the reference than noise elsewhere in the images (Stewart and Grigorieff, 2004). This leads to a higher noise level within the structure than outside it. Therefore, a small bias in the measurement of the SNR remains, and is indeed visible in Fig. 6. The use of an appropriate weighting scheme for the data during alignment can minimize this effect. Such a weighting scheme was implemented, for example, in the program FREALIGN (Stewart and Grigorieff, 2004).

The method described here breaks down at low resolution where the FNC depends on details of the molecular transform of the structure. Deviations between the FNC-based FSC and the FSC calculated between reconstructions each containing half the data can be substantial at low resolution (Fig. 8A). However, this does not normally influence the resolution assessment of the structure which is determined by the SNR and FSC at higher resolution. The FNC at low resolution can be influenced by several factors, such as density variations due to flexibility or disorder in the structure that produce non-uniform resolution (see Fig. 5C). Problems may also occur if the resolution is non-isotropic, i.e., it varies with direction within the structure. Such a variation may, for example, be caused by preferred views of the particle during data collection, or if the structure contains strong periodic features. Resolution estimation may also be hindered by tight masking of the structure resulting in the masks for the structure and the background to be essentially the same. This leads to similar values for \( \text{FNC}_F \) and \( \text{FNC}_N \) in Eq. (10) which can then not be used for calculating the FSC. However, in cases where masking is not a problem, as with the structures determined for the \( E. coli \) 70S ribosome and the ryanodine receptor (see Fig. 8), a reasonable FNC-based resolution estimate can be obtained.

It is worth adding a comment here about the deposition of 3D structures in the EM Database (http://www.ebi.ac.uk/msd-srv/emsearch/). The deposition of published structures determined by electron microscopy is strongly encouraged and a growing number of structures have already been deposited. For the deposited data to be useful, however, it is important that structures are deposited without extensive “editing”, such as tight masking or filtering with a sharp resolution cut-off. Tight masking or filtering removes valuable information about a structure, such as levels of noise and background. It also often introduces artifacts, such as sharp edges where tight masks cut into the density of the structure, or ripples where sharp filters are used. The deposition of a structure “as is”, unmasked and unfiltered, and possibly a second structure masked and filtered to the appropriate resolution should become the standard.
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Abstract

A three-dimensional (3D) visualization and structural analysis of a rod-shaped specimen of a zirconia/polymer nanocomposite material were carried out by transmission electron microtomography (TEMT) with particular emphasis on complete rotation of the specimen (tilt angular range: ±90°). In order to achieve such an ideal experimental condition for the TEMT, improvements in the specimen as well as the sample holder were made. A rod-shaped specimen was necessary in order to obtain a high transmission of the specimen upon tilting to large angles. The image resolution of the reconstructed tomogram was isotropic, in sharp contrast to the anisotropic image resolution of the conventional TEMT with a limited angular range (the “missing wedge” problem). A volume fraction of zirconia, \(\phi\), evaluated from the 3D reconstruction was in quantitative agreement with the known composition of the nanocomposite. A series of 3D reconstructions was made from the tilt series with complete rotation by limiting the maximum tilt angle, \(\alpha\), from which a couple of structural parameters, the volume fraction and surface area per unit volume, \(\Sigma\), of the zirconia, were evaluated as a function of \(\alpha\). It was confirmed from actual experimental data that both \(\phi\) and \(\Sigma\) slightly decreased with the increasing \(\alpha\) and reached constant values at around \(\alpha = 80^\circ\), suggesting that the specimen may have to be tilted to ±80° for truly quantitative measurements.

© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

With rapid advances in transmission electron microtomography (TEMT) in materials science [1,2], there is a growing need for quantitative structural analyses using novel tools. In order to derive important parameters for material developments, such as the volume fraction or interface area, high-quality three-dimensional (3D) reconstructed images without any artifacts are required.

One of the serious factors that limit the TEMT resolution is the “missing wedge” in Fourier space caused by the limitation of the angular range available in a transmission electron microscope (TEM) [3]. Note that computerized tomography (CT), on which TEMT is based, requires projections from entire tilt angles, i.e., ±90°. One way to overcome this problem is to restore data by computing projections inside the missing wedge [4–6]. An alternative way is to employ “dual-axis TEMT,” in which an additional tilt axis perpendicular to the original axis is used [7–9]. By this method, the missing volume in the Fourier space becomes a pyramid, which is significantly
smaller than the wedge found in the single-axis method, and hence the quality of the reconstructed image is significantly improved.

Although the most faithful tactics for the CT is to tilt the specimen over $\pm 90^\circ$, a special specimen holder (e.g., see Ref. [10]) may be required to achieve such a wide angular range for the specimen tilting. Furthermore, as discussed elsewhere [11], the electron path length of a conventional flat thin section geometrically increases and thus the transmission of electrons decreases with the increasing tilt angle. Obviously, the decrease in the transmission causes deterioration of the projections, which negatively affects the 3D reconstruction. It was shown that one could prevent the increase in the electron path length by using a square-prism-shaped section [11]. However, even in the case of the square-prism-shaped section, image recording at a very high tilt angle, e.g., $80^\circ$ or more, becomes quite difficult since the sections are normally placed on copper grids that hinder the section at such high tilt angles. Thus, ideally, a cylindrical or spherical specimen without any supporting grid (or film) is best suited for the complete ($\pm 90^\circ$) tilting.

In the present study, a rod-shaped specimen, whose diameter is ca. 150 nm, was attached at the tip of a specially modified specimen holder without any supporting film. As will be shown later, this arrangement enabled us to freely rotate the rod-shaped specimen with a high precision. The rod-shaped specimen was fabricated by a focused ion beam (FIB) method, applicability of which to polymer materials have recently been confirmed [12]. A complete set of tomograms has been generated from 181 projections that were taken over the angular range of $\pm 90^\circ$ on a nanometer scale. The volume fraction and the surface area of the fillers in the nanocomposite were evaluated as a function of the maximum tilt angles, and the error associated with the insufficient sampling was quantitatively characterized and discussed.

2. Experimental details

The polymer nanocomposite was prepared by a conventional direct dispersion method with ultrafine zirconium dioxide (zirconia) particles and a thermally stable polymer [13]. The size of the zirconia was 5–20 nm, and the volume concentration was ca. 5% in raw materials.

An FIB system (FB2100, Hitachi, Ltd., Japan) at an acceleration voltage of 40 kV was used to make a rod-shaped specimen from the nanocomposite. At first, tungsten ($W$) was deposited on the nanocomposite surface of the bulk material in the FIB in order to provide protection against the gallium ion irradiation. Subsequently, a cubic specimen (ca. $5 \times 5 \times 5 \mu m^3$) trimmed from the bulk material was fixed on the top of a modified molybdenum grid mesh (called hereafter the “mesh-pillar”) as shown by the arrow in Fig. 1(a) by the FIB micro-sampling technique [14]. The cubic specimen was carefully shaped by the FIB into a rod-form, as schematically shown in Fig. 1(b), and the rod direction was precisely controlled in order to be parallel to the center of the mesh-pillar (dot–dashed line in Fig. 1(a)). The diameter of the resulting rod was ca. 150 nm at the tip and ca. 300 nm at the bottom. The grid with the rod specimen at the top was mounted in the specimen holder whose edge was cut and shaped by a grinder to achieve the $\pm 90^\circ$ tilt without any impediments as shown in Fig. 2. In this process, the center of the mesh-pillar (dot–dashed line in Fig. 1(a)) was precisely controlled to be parallel to the sample holder axis (dot–dashed line in
in order to achieve an eucentric rotation during the TEMT observations. In addition, the mesh grid and the sample holder were fixed by the binding materials (alpha-cyanoacrylate adhesive and a carbon tape) to prevent vibration and movement during the electron irradiation.

TEMT experiments were carried out using a JEM2200FS (JEOL Ltd., Japan) equipped with an eucentric specimen stage and an in-column electron energy loss spectrometer (EELS), allowing only elastically scattered electrons to produce each projection. The acceleration voltage was 200 kV. In total, 181 electron micrographs from $-90^\circ$ to $+90^\circ$ in 1$^\circ$ increments were taken by a slow-scan CCD camera (Gatan USC1000) at the direct magnification of 50,000 $\times$. The tilt series of the electron micrographs was precisely aligned by the fiducial marker method [15,16] using the zirconia grains as markers, and then tomograms were made by the filtered back projection (FBP) method [17,18].

3. Results and discussion

Fig. 3(a) shows an electron micrograph of the rod-shaped specimen. A black region at the tip of the specimen was the tungsten deposited before the fabrication by FIB. The 5–20 nm zirconia grains were observed as black domains in the polymer matrix in the enlarged electron micrograph (Fig. 3(b)). No sign of damage caused in the FIB fabrication process, such as melting by the gallium ion beam or the re-deposition of contaminations, was observed on the surface of the rod-shaped specimen, indicating that sampling damage by the gallium ion during the FIB fabrication was virtually inhibited. At first glance, the zirconia domains appeared to be continuous or aggregated in some regions and the volume fraction seemed to be higher than the original composition, i.e., ca. 5 vol%. In fact, if the volume fraction were evaluated from the electron micrograph, it would be misleadingly large, as high as 50 vol%.

In Fig. 4, the transmission of the rod-shaped specimen was plotted versus the tilt angle, $\theta$, as an open circle. As mentioned above in Section 1, the transmission was almost constant regardless of $\theta$. For comparison, the transmission for the plate-like section (as often prepared by microtomy) and the square-prism-shaped section [11] are simulated and presented in the same figure as dotted and dashed lines, respectively. Note that the simulations are normalized,
such that the transmission at $\theta = 0^\circ$ is the same for the three cases. Based on a simple geometrical reason, the square-prism-shaped section would produce the lowest transmission at $\theta = 45^\circ$, while the transmission of the plate-like section monotonically decreases and finally approaches zero at $\theta \approx 80^\circ$. According to our previous study [11], projections whose transmission was lower than 10% did not enhance (but may even degrade) the image quality of the resulting 3D reconstruction. If these criteria hold, the maximum tilt angle that can be achieved for the plate-like specimen of the zirconia/polymer composite with ca. a 150-nm thickness would be ca. 70°. On the other hand, since the transmission was independent of the tilt angle, the rod-shaped specimen was shown to be the most appropriate form for the TEMT experiments.

The 3D structure of the zirconia/polymer composite is demonstrated in Fig. 5 as a volume-rendered image in part (a), and surface-rendered images from various viewing angles in part (b). The white regions correspond to the zirconia grains. They seemed to be well dispersed and rarely aggregated. Even though the zirconia domains appeared to be continuous under TEM (see Fig. 3), it is clearly observed that they were mostly separate domains, not intersecting, from the TEMT 3D reconstruction. Thus, the electron micrographs may be sometimes misleading since it loses structural information along the $Z$-axis (an axis parallel to the optical axis). In the zirconia/polymer composite, a zirconia domain looked as if it were continuous due to the overlap of another zirconia domain in front of or behind it.

An orthogonal view of the reconstructed 3D image of the zirconia/polymer nanocomposite is shown in Fig. 6. The white lines in each cross-section represent the positions of the other two orthogonal cross-sections (dotted line: $X$–$Z$ plane, dashed line: $X$–$Y$ plane, dot-dashed line: $Y$–$Z$ plane).

![Fig. 5. 3D reconstruction of zirconia/polymer nanocomposite. (a) A volume-rendered and (b) surface-rendered 3D images of the rod-shaped specimen from various viewing angles.](image)

![Fig. 6. Orthogonal views of 3D reconstruction of zirconia/polymer nanocomposite. The lines in each cross-section represent the positions of the other two orthogonal cross-sections (dotted line: $X$–$Z$ plane, dashed line: $X$–$Y$ plane, dot-dashed line: $Y$–$Z$ plane).](image)
$X$–$Z$ cross-section. Since we have the complete data set with perfect angular tilting, it is worthwhile to demonstrate how the maximum tilt angle affects the image quality and resolution in the TEMT experiments. A series of 3D reconstructions with various maximum tilt angles, $\alpha$, was made. Namely, 3D images were reconstructed from exactly the same TEM tilt series using projections only within the angular range of $\pm \alpha^\circ$. Fig. 7(a) shows the $X$–$Z$ cross-sections of the same region of the rod-shaped specimen from $\alpha = 40^\circ$ to $90^\circ$ in $5^\circ$ increments. As $\alpha$ decreased, the image quality, especially the contrast between the zirconia grains and polymer matrix, got worse and also the edge of the rod-shaped specimen became more like a “pear-shape” rather than a rod-shape. Note that the angular range is limited to $\alpha = 60^\circ$–$70^\circ$ in the conventional TEMT observations using a section made by an ultra-microtome. Although the positions and approximate morphology of the zirconia grains can be observed in such an angular range ($\alpha = 60^\circ$–$70^\circ$), some details of the structure were lost.

Another type of artifact in the $X$–$Z$ image that may characterize the image quality of the tomogram is the fluctuation of the background intensity around an object (“side band”) [8]. Let us now consider the intensity of such a side band. Line profiles around the side band (such as shown in Fig. 7(a) as dotted circle) in the $X$–$Z$ images of $\alpha = 40^\circ$, $50^\circ$, $60^\circ$, $70^\circ$, $80^\circ$ and $90^\circ$ are shown in Fig. 7(b). The fluctuation of the intensity along the band was most pronounced in the cases of $\alpha = 40^\circ$ and $50^\circ$, while it was almost constant for $\alpha = 90^\circ$. This result suggests that complete tilting ($\alpha = 90^\circ$) as well as a constant transmission due to the rod shape of the specimen is ideal as expected from the CT.

Elongation of the object along the Z-axis in the 3D reconstruction is another problem due to the missing wedge [11,19]. Fig. 8(a) shows a series of reconstructed slices through a single spherical zirconia grain with a diameter of ca. 10 nm, with various $\alpha$ values (from $40^\circ$ to $90^\circ$). The

Fig. 7. (a) A series of $X$–$Z$ cross-sections of the same region in the rod-shaped specimen reconstructed with various maximum tilt angles, $\alpha$, from $40^\circ$ to $90^\circ$ in $5^\circ$ increments. (b) Line profiles around the rod-shaped specimen at a 100 nm radius position (dotted circle in (a) $90^\circ$ and $40^\circ$) of the reconstructed $X$–$Z$ images for $\alpha = 40^\circ$, $50^\circ$, $60^\circ$, $70^\circ$, $80^\circ$ and $90^\circ$. Line profiles are given in arbitrary units (a.u.).

Fig. 8. (a) A series of reconstructed slices through a single spherical zirconia grain with a diameter of ca. 10 nm, reconstructed for various $\alpha$ values from $40^\circ$ to $90^\circ$. (b) Simulated $X$–$Z$ images reconstructed from a spherical model according to the same tilt angular range shown in (a).
elongation of the zirconia grain became greater as $\alpha$ got smaller, which agreed with our previous results in the square-prism-shaped section of a block copolymer sample [11]. In order to make sure that the elongation from the actual experimental data was quantitatively explained by the missing wedge problem alone, a simulation using a test object was made in the same manner as the previous studies [1,20]. A spherical model was used to generate the 3D reconstruction in Fig. 8(b) according to the same tilt angular range as the experimental data shown in Fig. 8(a). The elongation factors, defined by the ratio of the diameter along the Z-axis to that along the X-axis, evaluated from both the experimental data (filled circles) and from the spherical model (dotted line) were plotted versus $\alpha$ in Fig. 9. A reasonable agreement between the experimental and simulated results was obtained. The elongation factor decreased with the increasing $\alpha$ and reached unity at $\alpha = 90^\circ$, again demonstrating that the complete TEMT with a rod-shaped specimen gives the ideal CT measurement.

It is of particular interest in materials science as to how to accurately determine the structural parameters, e.g., volume fraction, $\phi$, and surface area per unit volume, $\Sigma$, of the zirconia grain, that can be measured by TEMT. Prior to the measurements, the zirconia grains were binarized in the $X$–$Z$ plane of the 3D reconstruction as shown in Fig. 10 for $\alpha = 40^\circ$, 50°, 60°, 70°, 80° and 90° as representative examples. In each case, a threshold was determined either from the intensity histogram or visually. The zirconia grains after the binarization had different forms depending on $\alpha$. The volume fraction, $\phi$, was measured as a function of $\alpha$ and is displayed in Fig. 11(a). The error bar in each measurement was due to some uncertainty of the threshold in the binarization. $\phi$ decreased as $\alpha$ increased and approached a certain asymptotic value for a high $\alpha$ ($\alpha > 80^\circ$). We note here that the known composition of the zirconia grain was $0.055 \pm 0.005$ from the preparation of the sample (dotted line), which is in excellent agreement with the measured asymptotic value, i.e., 0.055. The elongation of the zirconia grains and low signal-to-noise (S/N) ratio of the tomograms may be the cause of the large deviation from the true value at a small $\alpha$, which made the

---

Fig. 9. Plot of the elongation factor experimentally determined from spherical zirconia grains, such as Fig. 8(a), against the maximum tilt angles, $\alpha$. Error bars correspond to the data spread of 10 selected spherical grains. Dotted line represents the theoretical curve calculated from the reconstruction results of spherical model shown in Fig. 8(b).

Fig. 10. Typical binarization results of $\alpha = 40^\circ$, 50°, 60°, 70°, 80° and 90° (left: reconstructed image, right: binarized image).

Fig. 11. (a) Plot of volume fractions (zirconia/nanocomposite), $\phi$, experimentally determined from the 3D reconstruction series from $\alpha = 40^\circ$ to $\alpha = 90^\circ$. Dashed line represents the known composition of the zirconia grain. (b) Plot of surface(zirconia)/volume ratio, $\Sigma$, experimentally determined from the 3D-reconstruction series.
binarization of the tomogram difficult. It is worthwhile to note that we observed a 27% error in $f$ for the conventional TEMT, i.e., $\alpha = 60^\circ$, in our zirconia/polymer nanocomposite. Furthermore, we recognized that the angular range of $\alpha = 70^\circ$ may be required in order to attain a 10% error in $f$ in the nanocomposite. If a plate-like section with the thickness of 150 nm was used in the TEMT experiments, transmissions greater than 10% could be obtained in the tilt angular range of $\alpha = 70^\circ$ as shown in Fig. 4, indicating that the 10% error in $f$ could still be achieved. In addition, another important structural parameter, $\Sigma$, is also plotted versus $\alpha$ in Fig. 11(b). $\Sigma$ also decreased as $\alpha$ increased and can be determined as 0.13 nm$^{-1}$ as the asymptotic value for a high $\alpha$ ($\alpha > 80^\circ$).

4. Conclusion

A 3D visualization and structural analysis of a zirconia/polymer nanocomposite material were carried out by TEMT with particular emphasis on complete rotation of the specimen, i.e., $\pm 90^\circ$. As a result of two improvements in the specimen for the $\pm 90^\circ$ rotation, i.e., the fabrication of a rod-formed specimen and the modification of the specimen holder, a 3D image with an entirely isotropic resolution was achieved.

A series of 3D reconstructions was made from the same tilt series by limiting the maximum tilt angle, $\alpha$, from which two important structural parameters, the volume fraction, $\phi$, and surface area per unit volume, $\Sigma$, of the filler, were evaluated as a function of $\alpha$. Both $\phi$ and $\Sigma$ slightly decreased with the increasing $\alpha$ and reached constant values at around $\alpha = 80^\circ$, suggesting that the specimen may have to be tilted to $\pm 80^\circ$ for a truly quantitative measurement. Moreover, it was assumed that the 10% error in $f$ could be still achieved even if a conventional plate-like specimen with a 150 nm thickness in the tilt angular range of $\pm 70^\circ$.
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Appendix A. The effect of tilt increment

Though we have consistently examined the quality of reconstructed image in the polymer nanocomposite with particular emphasis on the effect of the maximum tilt angles, a tilt increment is another key factor [1,20]. Fig. 12 shows a series of 3D reconstructions made by thinning frames of the same TEM tilt series, i.e., increments of 1°, 2°, 5° and 10° for typical $\alpha$ values from 40° to 90°.
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